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Generating real value from data and AI requires companies 
to share data, build trust in the results delivered by 
advanced systems, and keep business goals at the fore.
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Making AI Real: From data science to practical business

Executive summary

Companies need to think differently about data and 
artificial intelligence (AI). They have invested heavily in 
AI systems in the past few years. Global spending on 
AI-centric systems will approach $118 billion in 2022 and 
grow to more than $300 billion by 2026.1 All that work is 
not paying dividends. Companies have achieved basic 
AI capabilities. This is not what they want. Three out 
of four companies in our survey want to operate AI at 
enterprise scale.

Infosys Knowledge Institute’s inaugural Data+AI 
Radar identifies why AI fails to deliver on heightened 
expectations, and recommends three areas for 
improvement: develop data practices that encourage 
sharing, bind explanations into advanced AI, and focus 
AI teams on business. If companies improve on these 
fronts, they can add up to $467 billion in profit growth, 
collectively, and increase internal satisfaction with data 
and AI.

Companies are new to advanced AI – and it shows

Our survey of 2,500 AI practitioners found that 81% 
deployed their first AI system in the past four years. 
However, most companies (85%) have not achieved 
advanced capabilities, and most AI models (63%) are 
still driven by humans. Compounding this, outcomes are 
middling at best: Users are highly satisfied with their data 
and AI results only about a quarter of the time. 

Data is not the new oil

Businesses can no longer afford to think of their data as oil, 
extracted with great effort and valuable only when refined. 
Data today is more like currency: It gains value when it 
circulates. This data-sharing economy is already up and 

running. In our study, companies that shared data, in and 
out of their organization, are more likely to have higher 
revenue and use AI better. Refreshing data closer to real 
time also correlates with increased profits and revenue. 
However, companies can’t share data until they trust it. 
Shortcomings in data verification, data practices, and data 
strategies continue to hold companies back.

Advanced AI requires trust in all directions

Advanced AI requires a new way of thinking about 
technology and business. It requires trust: Trust in your 
own and others’ data management, and trust in AI models. 
Pristine data and perfectly programmed AI models mean 
nothing if humans do not trust and use what data and AI 
produce. Companies that are the most satisfied with their 
AI consistently have strong, responsible AI practices.

Trust, share, and focus on value

Our analysis identifies ways data and AI work better 
together: 

1.	 Get your data right, and share it. Focus on data 
sharing capabilities and hub-and-spoke data 
management.

2.	 Build trust in advanced AI. Strengthen ethics, bias 
management, deep learning, AI cloud, and scaling 
across the organization.

3.	 The AI team needs a bias for value. Business leaders 
matter as much as data scientists.

Combined, these actions will scale AI and unlock value – 
positively impacting the bottom line and user satisfaction.
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It’s not hard to find a business that could be improved 
by data and AI. Simply look for an exercise with routine, 
highly manual processes and lots of data.

That notion led many real estate companies to 
pursue “iBuying” – developing algorithms to speed 
up and optimize residential home-buying in the US. 
It hasn’t worked. 

Zillow, the market leader in public-facing residential real 
estate data, shut down its algorithm-driven iBuying unit 
in November 2021 and took a $300 million charge for the 
quarter.2 OpenDoor, a tech startup built on iBuying has 
yet to show a profit, in spite of raising $1.9 billion in eight 
years in business.3 Zillow began offering up computer-
generated home estimates 15 years ago. After all that time, 
its algorithm still couldn’t deliver reliable results.

These outcomes should serve as cautionary tales, but 
scores of big businesses are coming new to AI, eager to 
apply data and AI in big ways.

Figure 1. Most companies deployed their first 
AI system within the past four years

Companies are new to AI – and it shows

As the saga of iBuying illustrates, AI is not new. But it‘s 
being newly applied in more businesses than ever. A 
decade ago, digital giants including Amazon, Google, and 
Microsoft accounted for most data and AI activity.4 

Around the turn the millennium, these companies had 
two things going for them that most enterprises lacked: 
zettabytes of data and petahertz of computing power. 
Now every company is like Amazon in 2001: Gallons of 
data flow into corporate reservoirs and computing power 
can be ramped up with the touch of a button.

The result: AI is spreading like wildfire. But most companies 
are new to attempting their own advanced AI. We 
surveyed 2,500 AI practitioners from companies around 
the globe, and found that four out of five companies put 
their first AI model in production less than five years ago 
(Figure 1).

To be sure, many enterprises have been making use of 
classic rule-based artificial AI and simple automation 
for years. For instance, a European paper producer has 
prioritized maintenance work and reduced pump failures 
in its paper mills using a system developed by Nokia, 
Infosys and the firm formerly known as Pöyry (now a unit 
of AFRY).5

But today’s interest stems from the belief that AI can 
derive value from massive amounts of data and develop 
novel consumer products.6 Data scientists, AI experts, and 
academics have achieved significant advances in AI.7 But 
companies are struggling to answer: “What can AI do for 
business?”

Most people, when they think of AI, think of super-
advanced models designed to predict the future and 
change the business, says Balakrishna DR, Infosys senior 
vice president and head of AI and automation.

“Companies want to use AI across their enterprise, to 
uncover hidden insights and construct new business 
models. But few are achieving this because it is a multi-
faceted challenge involving data processes, AI techniques 
and interdisciplinary teams,” he says.
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More often than not, data and AI fail to deliver high 
satisfaction from users because most companies use only 
basic AI. A full 85% of AI practitioners have not achieved 
top-tier capabilities – the sort of capabilities that are closer 
to AI that can predict the future.

We asked respondents what capabilities AI systems 
deliver, and scored answers across our Sense, Understand, 
Respond, Evolve (SURE) taxonomy (Figure 2). The Infosys 
Knowledge Institute developed SURE with the guidance 
of AI expert Rajeshwari Ganesan. The framework draws 
inspiration from the eight layers of an AI stack articulated 
by Shailesh Kumar, chief data scientist at India telecom 
firm Jio. (He describes the eight-layer AI stack, or Ashtang-
AI, in his keynote address to the virtual 2020 Open Data 
Science conference.)8 

The SURE taxonomy includes four tiers, ranging from 
the basic Sense capabilities (simple signal processing, 
such as being trained to recognize an object) to the most 
advanced, Evolve level (a system that senses, finds causes, 
acts on recommendations, takes feedback, and refines 
its performance). Survey respondents said only 15% of AI 
systems reach the evolve tier.

“The digital giants, including the cloud giants and others 
such as Apple, Facebook, and Netflix, are able to attain 
top-tier Evolve AI capabilities, but other large enterprises 
can’t,” explains Balakrishna. “The Fortune 100 aren’t there 
because of their old systems and ways. They want to do AI, 
but they don’t know how to get something out of it.”

More than one-third (36%; Figure 2) of AI delivers basic 
Sense capabilities. While that may not result in game-
changing insights for an enterprise, it’s a pretty reliable 
use for AI, said John Bohannon, director of science at 
Primer.AI, a California-based AI and natural language 
processing business.

“From an engineering and data science point of view, 
monitoring is the most successful AI task,” he said. “That’s 
because the AI doesn’t have to be as good as a human 
at it. The AI can provide value by prioritizing the flood of 
inbound information.”

AI systems that rank and order enable workers to look at 
things more efficiently.

Sensing inputs is also the most forgiving sort of AI when 
it comes to data quality. “You just have to match format,” 
Bohannon says. Sense-level AI typically comprises only a 
few different data formats. Of course, matching formats 
grows more complex as AI models grow more intricate.

From a business perspective, these capabilities are 
commodities. Most companies have them, and they are 
not differentiators. 

“Companies need advanced AI if they are to achieve the 
loftiest ambitions of AI and stand out from competitors,” 
says Sunil Senan, Infosys senior vice president head of data 
and analytics.

Most AI is basic, and not autonomous

Figure 2. Sense, Understand, Respond, Evolve (SURE) taxonomy: Only 15% achieve top AI capabilities

Capability Definition Example Proportion

Respond + train 
itself and improve

Drug discovery
simulations

Understand+ act 
autonomously

Automated loan 
decisioning

Sense + make 
predictions

Forecast product 
demand

Identify
patterns

Evolve

Respond

Understand

Sense Image 
recognition

15%

22%

27%

36%

37%
advanced

63%
basic
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The SURE taxonomy reflects that companies cannot 
ascend to advanced capabilities without first achieving 
the basics. Think of AI in the context of an automobile. 
Collision-avoidance alarms and lane-assist technologies 
are at the basic Sense and Understand levels. Adaptive 
cruise control and fully autonomous vehicles are at the 
advanced Respond and Evolve levels. Simply put, the big 
break between basic and advanced AI capabilities is who’s 
in the driver’s seat. 

For example, UK medical insurance company Bupa Global 
takes in claims from 220 countries around the world, and 
has worked with automation and AI to extract relevant 
details from different sorts of claims submissions.

“What you’re saying to an AI is, ‘Here is an invoice in a 
format you’ve never seen before. Can you pull the data 
out?’” says Bupa Global IT strategy head Steve Williams. 
“If you don’t get to a high enough confidence level, 
someone’s still going to look at that piece of paper.”

Williams said it’s important for companies to think about 
what problem they are trying to solve with AI. While using 
AI to review invoices globally still needs a human touch, 
he says Bupa is achieving good outputs with that process 
trained on UK health claims, where a monolithic National 
Health Service and standardize invoices make the AI 
learning more manageable.9 

In our survey some 63% of AI models fall into the Sense 
and Understand capability levels, which require user 
interventions. This restricts ultrafast computers to run only 
at the speed of humans, and limits how much data and AI 
can do.

This limitation is an artifact of early AI implementations in 
business, Rajeshwari notes. A decade ago, organizations 
typically began their AI work with rule-based automation 

Humans limit the speed of AI

using tools such as robotic process automation (RPA). 
Once deployed, the rule-based system added intelligence 
incrementally. For example, RPA tools added process 
discovery using deep neural networks, or added intelligent 
document extraction using machine vision algorithms. In 
these systems, automated AI is a small part embedded in a 
larger system.

The challenge, though, is that when 63% of AI systems 
rely on humans, they can’t be ported from automated to 
autonomous. Automated AI can be built incrementally 
from rule-based systems – autonomous AI cannot.

To operate in dynamic and unpredictable environments, 
autonomous AI systems must be constructed through 
reinforcement learning, generative adversarial networks 
(GANS), and advanced neural networks. All this enables 
companies to engage in continuous learning and evolve in 
response to new stimuli. The transition to a live enterprise 
that can sense, respond and evolve smoothly can be 
daunting.10 But this can be made easier by employing a 
technology architecture built with space and flexibility 
to incorporate the autonomous flow of information. 
Harnessing autonomous AI is not simply a matter of 
adding bandwidth and processing more bits. It requires 
companies to think differently.

“Autonomy is the way of the future, but I don’t think it’s 
going to be a flip-the-switch situation where everything 
goes autonomous. It’s going to be a slow, gradual change.” 
says Saurav Agarwal, founder and CEO of Siera.AI, an 
Austin, Texas, maker of safety and autonomous driving 
systems for use in warehouses. “We’re at that stage where 
people are trying to figure out, ‘What can I do with the 
automation? Where can I plug it in? What can I do with it?’”
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With companies struggling with what their AI capabilities 
actually are (basic) and what they hope they will achieve 
(advanced and autonomous), business and AI leaders must 
do more to manage expectations.

More often than not, data and AI fail to deliver. We asked 
AI practitioners what they used their data and models for, 
and if it was working. Respondents rated satisfaction with 
five use cases for their industry. They said data and AI left 
them highly satisfied one out of four times (Figure 3). We 
also mapped use cases by satisfaction levels and usage 
levels (frequency of use case), and found that only 18 of 63 
(29%) scored in the high satisfaction zone (top of Figure 4).

Additionally, 12 of the 18 high-satisfaction use cases are 
more basic detect or automate functions, such as enabling 
equipment to self-diagnose potential problems in high 
tech and manufacturing applications or automated 
compliance and customer services tools in financial 
services. The financial services industry recorded the 
strongest satisfaction with its data and AI uses. It is the 
only industry to rate all five of its use cases in the high-
satisfaction category.

As the financial services sector shifted from analog 
to digital, the quantity and complexity of products 
increased drastically, notes Mohit Joshi, Infosys president 
and financial services technology expert. This creates 
new business opportunities that require robust data 
governance.

Sparse satisfaction, but financial services a bright spot

Enterprises were attracted to AI that is 
intelligent, fast, and automated. So far, most 
have built AI that is simple, slow, and manual. 

“Companies must be able to securely and instantly share 
data across platforms and services to enable seamless 
services to the customer. A strong governance strategy for 
managing data while ensuring quality and minimizing risk 
will enable faster development and more sophisticated 
data-driven decision-making capabilities,” he says. “A 
good mix of secure data controlled with the right privacy 
controls is a good way for firms to keep in line with 
regulation but still derive maximum value from the data 
for the end user,” he says.

The next-highest rates of satisfaction are, in order, in 
retail and hospitality, healthcare, and high tech (Figure 5). 
But general satisfaction doesn’t mean companies have 
optimized AI for business. For example, in retail (Figure 6), 
checking for inventory and streamlining checkout received 
high satisfaction ratings. But flashier and popular tech, 
such as virtual reality and augmented reality, doesn’t meet 
expectations.

On the dissatisfied end of the spectrum, AI tools that aim 
to deliver personalized recommendations or products 
received lower satisfaction ratings. Telecom, energy, and 
CPG report low satisfaction with their data and AI uses.

Financial services firms can unlock additional value for their customers by 
implementing strong privacy controls coupled with seamless data exchange 
with partners, amplifying the power of customer’s own data.”

– Mohit Joshi
President, Infosys
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Figure 3. Nothing special: AI outputs fail 
to excite

Figure 4. Only one in three highly satisfied with 
industry use cases

Figure 5. Financial services most satisfied, 
telecom least

Figure 6. Retail: Low satisfaction for AI in AR 
and VR
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In researching data and AI, the Knowledge Institute 
interviewed more than 100 AI, IT and business experts 
from Infosys, industry and academia. In the final 
stages of drafting Data+AI Radar we spoke with 
Infosys Consulting’s Chief AI Architect Harald Gunia 
and Chief Data Scientist Serge Plata on some follow-
up questions. In addition to their own expertise, they 
enlisted GPT-3, a popular AI language model that 
can generate its own answers, to weigh in on our 
questions. Here’s how that conversation went.

Knowledge Institute: Does the nature of some 
industries ask more from AI than others?

GPT-3: There is no one-size-fits-all 
answer to this question, as the nature 
of AI and its applications vary greatly 
from industry to industry. However, 
some industries may require more AI 
resources than others, depending on the 
complexity of the tasks involved and 
the amount of data available.

Harald Gunia: That’s generally true, but further industry-
specific criteria are: type of data (life science & insurance 
have more texts, images & time series and hence 
can make more use of deep learning than consumer 
packaged goods and banking), type of regulation (the 
black-box nature of machine learning makes its use 
harder in tightly regulated industries like life science & 
banking), and importance of mobility (industries like 
agribusiness and logistics require AI-solutions to be 
integrated into 5G-frameworks).

Knowledge Institute: How can you keep the AI effort 
focused on the most critical business problems?

GPT-3: There are a few ways to keep the 
AI effort focused on the most critical 
business problems:
1.	Define the business problem that 

you want to solve with AI, and 
then identify the AI technology or 
approach that is best suited to 
solving that problem.

2.	Work with business stakeholders to 
identify the most critical business 
problems that AI can help with, and 
then prioritize those problems.

3.	Conduct a feasibility study to 
assess whether AI can help solve a 
particular business problem, and if 
so, how effective it is likely to be.

Harald: I would also recommend using AI-specific 
business case templates with successfully calculated 
example cases. Great candidates of critical business 
problems in the past dealt with time-critical decisions to 
be taken based on incomplete information, processing 
information-rich unstructured data or acceleration/
automation of routine tasks, where humans have 
become unavailable or too expensive

Serge Plata: You need to superimpose a continuous 
improvement program on the AI roadmap …. the secret 
is to align the AI resources and data strategy with the 
overall strategy of the business.

Knowledge Institute: Is there something specific to 
telco, energy or CPG that makes good AI uses more 
challenging?

GPT-3: There is no one-size-fits-
all answer to this question, as 
the challenges associated with AI 
applications in telco, energy and 
CPG industries vary depending on the 
specific use case. However, some common 
challenges include the need for large 
amounts of data to train AI models, and 
the need for specialized expertise to 
develop and deploy AI applications.

Harald: More specifically, telco and energy have a lot 
of time-series data, which require specialized machine 
learning models. All industries have data-privacy 
challenges, while computer vision plays an increasing 
role in CPG (in the form of visual search and visual 
question-answering).

Serge: Agree with Harald. Data privacy is a main issue in 
all industries, but especially in telco. Another aspect that 
concerns many energy companies is social responsibility, 
so AI should also be responsible AI.

In line with our survey results, GPT-3 delivers 
agreeable but not particularly satisfying answers to 
our questions. Cocktail party-grade insights about 
emerging technology are not the outputs companies 
want to achieve from their data and AI.

A conversation about AI with AI 
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Data is not the new oil – it needs a new metaphor

Sixteen years ago, business strategists began talking 
about data as the new oil.11 Data, like oil, is hard to extract 
and valuable only after it is refined, they argued. And for 
many global enterprises in 2006, good, refined data was 
rare and held a potential akin to jet fuel. Today, acquiring 
and manipulating data is fairly frictionless. Drilling for 
oil remains a complex engineering feat. Refining crude 
oil takes enormous capital expenditures, specialized 
equipment, and trained professionals. Refining data still 
comes with challenges, but can be done with on-demand 
cloud, off-the-shelf tools, and citizen data scientists.

In 2022, data needs a better metaphor.

For organizations trying to extract value from data, we 
believe there are three more modern metaphors that can 
help them keep in mind the challenges and best practices 
they require for success:

Data is more like nuclear power. 

Data is enriched with potential, in need of 
special handling, and dangerous if you lose 

control. The advance to data in cloud and AI in cloud have 
flipped the script for data. Companies don’t lose data. 
Twenty-first century data has a long half-life. When to use 
it, where to use it, and how to control it are as critical as 
where to put it.

Business leaders see a full spectrum of AI-informed data 
uses, Suresh Renganathan, chief technology officer at 
Teachers Federal Credit Union says.

“All leaders would like to see a data-driven business model. 
Data’s a fuel to propel business growth right now,” he 
says. “We want to accomplish personalized experience. 
We want to enable fast investment decisions. We want 
to predict and reduce delinquencies, and to track branch 
performances against objectives. There is a plethora of 
use cases.”

Data is a new currency. 

It gains value when it circulates. Companies 
that import data and share their own data 

more extensively achieve better financial results and show 
greater progress toward operating AI at enterprise scale – a 
critical goal for three out of four companies in our survey.

Companies recognize that the emerging data economy 
holds great potential. But as recently as last year, only 
about one-third had taken steps to start collaborating with 
partners.12 

Building the capability and the will to share data between 
customers and suppliers could drive tremendous value 
in the manufacturing space, says Priya Almelkar, vice 
president of IT manufacturing operations at North Carolina 
semiconductor firm Wolfspeed.

“Data becomes the new currency because that’s how 
you’re able to add more revenue from those shared 
insights,” she says. “It’s a new culture for semiconductor 
makers to get to the point where they feel comfortable 
sharing their data across. From a manufacturing 
background, that has been a big no-no, I think now 
companies are opening up to be willing to share data.”

Data is gold yet to be mined. 

Data is a mountain of material. Below the 
topsoil and above the bedrock is a mix of 

minerals varying in value. The challenge for the data and AI 
team is to locate and mine the gold, and leave the lead.

Like the unmined reservoir, data doesn’t have any intrinsic 
value, until you know what’s in it, says Sameli Mäenpää, 
chief data officer of OP Financial in Finland. 

“When you know what’s in it, you can derive assets out 
of it,” he says. “It only has value if you can connect it to 
something real.”
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Companies need a clear and comprehensive data strategy 
to manage data properly and ingest new data smoothly. 
The trouble is, most companies don’t have a consistent 
data management strategy. Respondents tell us they 
want to manage data centrally, but this is not what most 
do right now. Our analysis shows that centralized data 
management links to better profit and revenue growth. 
However, a shift to fully federated data management also 
increases profit growth.

Figure 7. Companies moving to centralized 
data management

If companies (and their technology partners) can execute, 
centralized data management will be the most common 
strategy for big businesses in 2023 (Figure 7). But this 
doesn’t necessarily mean it’s the best choice. In fact, our 
analysis found that most AI practitioners who currently 
have centralized data management intend to change 
strategies, with the biggest portion shifting to federated 
approaches. Figure 8 shows this flip-flop from centralized 
to federated, and vice versa. Most organizations have yet 
to settle on their preferred strategy, and in this immature 
phase, the market is yo-yo-ing between the two extremes.

The reality is that these two extremes are too simple to 
adequately serve as a comprehensive corporate data 
strategy. Companies deal with so much data in so many 
sources for so many uses, a one-size-fits-all solution does 
not work. And yet a data warehouse, data estate, data 
lake, or data lakehouse without a central organizational 
authority would leave an organization at risk of a 

metaphorical data meltdown. Over time we expect 
more organizations to find a sophisticated balance of 
centralization and federation – a middle ground that suits 
their context and needs.

Raj Savoor, AT&T Labs vice president of network analysts 
and automation, shares the story of how AT&T organized 
its big data and then made it accessible for AI uses. The 
US telecommunications giant first invested heavily in big 
data management capabilities, and its chief data officer 
put extra effort in establishing a democratized ecosystem 
where data and AI capabilities can be put to work, he says.

“There’s a step function here in complexity as the amount 
of data increases… we get a kind of finer grain visibility 
and we have a lot more intelligent controls to then apply 
decisions,” Savoor told Laurel Ruma with MIT Technology 
Review’s Business Lab podcast.13 

This structure has allowed AT&T to cultivate many AI use 
cases ranging from internal planning to customer support 
and threat detection. It also has led the company to better 
use feedback loops to optimize its models and develop 
additional use cases, Savoor says.

Figure 8. Strategy in flux: No clear pattern 
emerges

Ever-evolving methods of data management
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Next year
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Data sharing delivers a dual benefit

Data in the 21st century is not a scarce, nonrenewable 
asset. Savvy businesses know that establishing a data-
sharing ecosystem with partners and peers delivers greater 
benefits than a solitary data lake or warehouse. Siera.AI’s 
Agarwal says his customers have grown to understand 
that sharing data with Siera benefits the borrower and 
the lender.

“Any company that needs to build a good AI needs data 
for the system to train and get better. Customers these 
days are asking us, ’What can you do with our data? Can 
you give us custom AI models?’” he says. Siera’s best and 
toughest customers are the ones who push the company 
to engage in the most vigorous data sharing. 

“They give you access to their people, they give you access 
to their resources, they give you access to data, they give 
you feedback to give you insights.”

“We’ve had a customer who has come down to our 
facilities and spent four days with us, testing the 
equipment and giving us different test cases and scenarios, 
throwing curveballs at us. The ones that help us make the 
technology better, they are the early adopters.”

Inbound data sharing and outbound data sharing give 
companies new ways to ensure they have the right 
information for their data scientists and AI models. All 
else being equal, importing data from third parties and 
high levels of data sharing delivered bigger boosts to the 
corporate bottom line than any other data or AI action. Of 
the $467 billion in global profit increase available, $105 
billion of that links to importing 75% or more of data from 
third parties, our analysis shows.

Companies that have built a foundation to trust and share 
their own data can be more agile in their AI work and using 
AI at scale more readily, says Satish H.C., Infosys executive 
vice president and co-head delivery. Businesses that lack 
that can’t clearly see the value of their data or trust it. 
Companies that don’t trust their data risk getting caught in 
a vicious cycle of experimenting and side work preparing 
and cleaning data for a specific task.

“Then you’re working very hard and only able to use data 
and AI to solve small problems,” says Satish.
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Data and AI work best with fresh data. Companies that 
refresh the data in their AI models in near real time or 
at minimum every six months after launching a model 
achieve better financial outcomes. Our respondents are 
doing well on this front. Some 79% of respondents refresh 
data in real time or less than every six months.

But for all that progress on keeping data fresh, companies 
do not have clean data – Data verification was one of the 
top challenges facing analytics and AI teams, along with AI 
infrastructure and compute resources (Figure 9).

In other words, data scientists are needed to do as much 
data cleaning as they do science. Jacqueline De Rojas, 
president of techUK, a national trade group said that 
low-quality data emitted from legacy systems is the most 
hidden and important challenge for driving AI adoption.

“The power of algorithms has to be driven on clean data,” 
says de Rojas.14

Northwestern University Professor and AI expert Mohanbir 
Sawhney said AI in business is at a critical juncture. In the 
way e-commerce and commerce were once two separate 
things that inevitably united into an omnichannel, data 
analysis has entered AI modeling’s field of gravity. And yet, 

the challenge of data verification persists, regardless of 
experience (Figure 10) and even though cloud-based AI 
systems have made AI computing power more available 
and less costly. Other major challenges, such as bias 
management and framing AI questions, can be managed 
with experience. Time and experience also improve 
companies‘ abilities to manage biases. AI practitioners at 
companies that have been implementing AI for more than 
five years identify bias management as less of a problem 
than companies that are newer to AI.

Figure 9. Data verification and AI infrastructure 
are top challenges
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Figure 10. Data verification is a persistently high concern

Exploratory data analysis and data cleaning take time. 
Companies can’t build a model until they know and trust 
that data is clean and accurate. It’s common to spend 
two months exploring and cleaning data for every one 
month experimenting with the model, our experts tell us. 
“Thirty-40% of the time, and 70% of the effort, is in data 
discovery, preparation, and augmentation,” says Karthik 
Andhiyur Nagarajan, industry principal and data expert 
at Infosys.

Data and AI return value only once a model is in the field 
and doing work – but the model must use clean data.

This has companies more focused on data governance, 
says Andrew Duncan, CEO and managing partner at 
Infosys Consulting.

“Corporate clients view the ability to collect, organize 
and analyze clean data as a new differentiator,” explains 
Duncan. “Companies must take a forensic approach to 
real-time data capture across all forms and formats – 
both internally and externally – since this will form the 
backbone of all business units.”
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Years since first AI deployment
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Risk of bias in AI Clearly identifying the 
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“To be more democratic about data and AI decisions, you 
must be more dictatorial about your data.”

– Mohanbir Sawhney
McCormick Foundation Chair of Technology, Kellogg School of Management, Northwestern University
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Poor processes invite bias

Even with clean data, AI practitioners face additional 
pitfalls, starting with missing data – an inevitable 
problem in most data sets. We used a question about how 
practitioners handle missing data as a proxy to assess data 
processes. We found that 34% of our survey respondents 
say they handle missing data in ways that can allow bias 
to creep into AI models (Figure 11). That is, they simply 
impute values for missing data based on other values in 
the data set or they delete observations. Both of these 
methods can introduce bias.

Most commonly (42% of respondents), companies deal 
with missing data by studying the data set to see how 
much the unknowns may vary from the included data. 
This requires a high degree of clarity in what the missing 
data ought to represent, says Rajeev Nayar, Infosys vice 
president and data strategist.

“Anytime you introduce artifacts, there’s some kind of 
problem that you introduce – how do you minimize it?” 
Nayar says.

Advanced AI brings additional tools, such as generative 
adversarial networks (GANS) and neural networks, that can 
shift this work from a slow, manual data science task to an 
exercise in AI itself. Adding programming logic to address 
edge cases is less popular, but holds more promise, than 
heavy data study and scrubbing, says Gary Bhattacharjee, 
Infosys data strategist.

At times, getting data processes right is something 
companies cannot control, because of regulations or 
business considerations. 

AI practitioners from the highly regulated healthcare and 
financial services industries were two to three times more 
likely to simply delete data from data sets as a way to 
manage incomplete data. Because they deal in sensitive 
personal information with heavy regulations, many 
companies in those industries don’t want to leverage 
sensitive data in AI models or for alternative uses, our 
experts tell us.

Figure 11. One in three companies use data processes that increase the risk of AI bias
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Grocery businesses operate on thin margins. So when a US 
grocer had a chance to save more than $4 million annually 
by automating work schedules, a well-defined process, it 
looked like an obvious move. The trouble was, automating 
this process would have shifted scheduling work shifts 
from human hands to a machine learning system. The 
leader of the business unit was against it, and employee 
union rules didn’t immediately align with the software 
tools that the AI would use to put it in place. In the end, the 
grocer never used the system, and scheduling remained a 
40-hour-a-week job conducted by humans.

The best data and the most elegant AI model amount to 
nothing if humans do not believe the system is effective, 
fair, and adaptable. Otherwise, AI systems end up like the 
grocery store scheduler: developed but unused. The most 
valuable and most used AI systems instill trust as they 
operate, Bohannon says. “When you get it right, you’ll find 
that explainability and trust is baked in,” he says.

Our survey results support this. Companies that develop 
strong ethics (Figure 12, top) and bias management 
capabilities (Figure 12, bottom) report higher satisfaction 
and trust for their data and AI use cases.

We measured AI ethics and bias management capabilities 
in 12 ways. Companies with high confidence in these 
measures are more likely to be satisfied with data and AI. 
This holds for every measure of ethics and bias control that 
we studied.

Enterprises that have only recently deployed their first 
AI models can start by cataloging the usage of AI across 
the business, said Adriano Koshiyama, a research fellow 
in computer science at University College London and 
co-founder of Holistic AI Inc., a London-based AI risk 
management firm.

“A simple strategy is to peg the cataloging system to other 
widely used and adopted processes, such as privacy risk 
assessments or information security reviews,” he says. “The 
next step is to start risk-assessing in a way that a priority 
list can emerge on what the focus of the enterprise should 
be.”

Over time, robust AI risk management practices will 
be a substantial component of new enterprise risk 
management processes, Koshiyama says.

Figure 12. Strong ethics and bias management 
correlate with greater trust in AI
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Trust is a blind spot

Trust is important for simple automation-grade AI, and 
even more critical for advanced AI, where calculations are 
too fast or complex for humans to quickly understand. 

Primer.AI’s Bohannon calls this explainability.

“To get an AI system to the level of performance where 
you even have a shot at them performing well enough to 
be trusted, you have systems that help you understand,” he 
says. “There’s an explainability all built in around it. That’s 
the most sophisticated version of an AI system. It’s very 
hard to achieve and won’t work for all tasks today.”

Where will it work? Bohannan says, in cases where AI 
practitioners have achieved very high data quality that is 
properly formatted, large in volume, sufficiently diverse, 
and specifically instructive for the problem AI is aiming 
to address. This final “instructiveness” dimension of data 
quality is the most difficult to attain, and requires business 
knowledge along with AI and data science acumen, 
he says.

Autonomous AI and self-training AI are at the core of the 
corporate dream of enterprise-wide AI systems. Nearly 
three out of every four AI practitioners surveyed want to 
scale AI across their enterprise. But only 7% say trust is a 
top challenge in scaling AI. Instead, they most frequently 
rated the business reality of managing costs (21%) as the 
top challenge (Figure 13). 

With economic uncertainty looming15, controlling costs 
are likely to continue to remain atop the list of corporate 
concerns. The challenge for companies focused on cost is 
to not neglect trust as they engage more with AI.

Trust is the next big horizon in implementing AI systems, 
says Bonnie Holub, a data science leader with Infosys 
Consulting. Teams have been struggling to simply get AI 
systems implemented at all, let alone efficiently, but best-
in-breed companies are industrializing AI systems at scale 
now, she says. 

“At that point, trust and responsible AI systems become 
a major issue. We see trust and responsible AI as crucial 
parts of the non-financial governance issues investors are 
demanding from companies,” Holub says.

Figure 13. Despite its importance, trust rated a 
low concern by executives
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Before businesses can scale AI, they must make some 
smart choices about deploying it. Our analysis shows that 
focusing AI on customer experience and core operations 
can contribute to profit and revenue growth. In capability 
terms, the middle tiers (Understand and Respond) link 
to profit increases, while the most basic tier (Sense) and 
most advanced tier (Evolve) do not at this point deliver 
business value.

Adding systems at the Understand and Respond levels has 
a smaller impact on business outcomes than data-sharing 
behaviors. But these middle tiers represent a pivotal point 
in the maturity of an enterprise’s AI efforts.

Siera.AI offers two types of autonomous AI systems for 
use with forklifts and industrial environments. On the 
basic end are tools that prevent collisions. The higher end 
includes systems that study how things get moved and 
looks for ways to optimize warehouse operations.

Agarwal says company managers get excited about the 
optimization and analysis. But then they hear a different 
story from the workers closest to the systems.

“The people on the ground level feel like there’s a 
computer watching them and there’s a tattletale,” he says. 
“I realized that what they really wanted was something 
between the two.”

Perhaps that system could eventually add more analysis 
and autonomy down the road, but more immediately 
warehouse managers and ground-level employees need 
tools that enhance safety and make their people feel 
comfortable adopting it.

“I think that’s been the biggest, aha, moment. This is 
not about the sexiest technology that the people at the 
top want. There’s a middle ground, where technology is 
advanced, but simple enough so that people at the top 
and the bottom can meet in the middle,” Agarwal says.

Holub, editor of Infosys Consulting’s AI Journal said 
top performers are able to differentiate themselves 
by implementing managed, value-oriented AI project 
development pipelines. 

“They evaluate the potential ROI, rapidly prototype to 
prove the concepts, and use disciplined data engineering 
processes,” she says.

Disciplined data engineering spans data cleansing, 
ModelOps for model maintenance and retraining, and 
system monitoring.

“That complex orchestration is required to industrialize AI 
at speed and at scale,” Holub says.

The where, what, and who of AI
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Deep learning helps achieve AI at scale

Deep learning – an advanced form of AI that imitates 
how humans learn – holds great promise for advanced AI 
capabilities and delivering AI at enterprise scale. Infosys 
Tech Compass Research found that companies can move 
out of the lowest tier of AI maturity when they integrate 
deep learning or related advanced algorithms into more 
than 30% of their AI systems.16 Data+AI Radar found 
evidence that this benchmark also links to good business 
results and drives companies toward AI at scale.

Embracing deep learning draws enterprises closer to 
AI at enterprise scale, because the two share common 
technical and data requirements. First, both rely on scalable 
computing power. Overall, our survey respondents are 
evenly split on where they prefer to host third-party AI 
solutions, four out of five companies engaged in deep 
learning prefer cloud-based AI tools to on-premises AI tools.

Deep learning and AI at scale both also require massive 
volumes of data. Some 70% of companies heavily engaged 
in deep learning also extensively share data, our research 
found (Figure 14).

Most respondents in our survey are on this path – Two-
thirds use deep learning in more than 30% of systems 
(Figure 15); most of that group (73%) share data 
extensively and most (79%) use cloud for AI (Figure 16). 
Companies in different industries showed more variation 
in data and AI practices, capability and satisfaction. On 
a region-to-region basis, appetite for cloud and levels 
of advance AI adoption showed some distinction. AI 
practitioners in Australia, New Zealand, France and 
Germany showed a slight preference for third-party AI 
tools in the cloud, and a greater percentage of deep 
learning in their AI systems. To a large extent, deep 
learning and other forms of advanced algorithms are what 
corporate executives mean when they talk about AI today. 
That’s led to a gap between the reality of contemporary 
AI and the expectation of what companies think they can 
easily achieve, Agarwal says.

“When you give customers an AI enabled product, they 
expect it to basically do magic and suddenly solve all 
their problems,” he says. “The AI is there to make humans 
smarter and safer and better, and that’s what it can do 
practically.”

The misinformed notion that AI is practical magic is 
starting to change, he said, as more managers and IT 
staffers grow familiar with what AI can practically do.

“There is more excitement from people familiar with AI. 
They understand that it is not a silver bullet,” he says.

Figure 14. Deep learning correlates with 
extensive data sharing
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learning in 30% or more of their AI systems
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What’s at stake: Data+AI must prove it’s nothing to fear

This is the state of AI in the corporate world: It’s 
everywhere and not often a differentiator. Most AI 
practitioners are not satisfied with or trusting of AI 
outcomes – and neither is the public.17 

Advanced AI requires a new way of thinking about 
technology and business. It requires trust: Trust in your 
own and others’ data management, and trust in AI models. 
Clear data processes, strong ethics and bias management 
build trust. The right choices of where to apply AI and 
the right mix of advanced AI and AI-cloud systems can 
reinforce and improve AI results, for both companies and 
the greater good.

Around the globe, governments are trying to guard 
against data misuse and autonomous AI running amok. 
China and California have followed Europe’s General Data 

Protection Regulation with their own data-privacy rules.18 

Business groups and consumer advocates in the US want 
to see federal data privacy legislation enacted.19 

Both the US and Europe have regulatory sights set on AI. 
European leaders have been debating the proposed EU 
AI Act for more than 12 months.20 On Oct. 4, 2022, the 
White House Office of Science and Technology Policy 
(OSTP) published a Blueprint for an AI Bill of Rights.21 The 
blueprint covers five big areas: safe and effective systems; 
algorithmic discrimination protections; data privacy; notice 
and explanation; and human alternatives, consideration, 
and fallback. Large enterprises must demonstrate that they 
can get value from data and AI while upholding ethical 
and legal standards. If they don’t, they face increased 
compliance and reputational risks. 

“Due to their significant influence on society, large enterprises have a distinct 
responsibility to deliver explainable, responsible AI. By explaining their data 
and AI outputs with transparency, stakeholders (including customers) are 
more likely to trust their intent, as well as their products and services.”

– Nandan Nilekani
Chairman, Infosys

“Explaining the outcomes of the AI will continue to require human ingenuity 
and the inclusion of a greater diversity of perspectives in training algorithms.”

– Sunil Senan
Senior vice president, data and analytics, Infosys
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Reduced to their simplest forms, data is quantities and AI 
is math. Data+AI is a formula written to solve for business 
value. Advanced AI requires enterprises to be precise in 
their numbers, calculations, and equations.

Data must be true, accessible, and shareable. Advanced AI 
requires zettabytes of data and the wisdom to understand 
which bits and bytes are most instructive for the present 
business problem. The wrong digits and right computation 
will not yield an accurate, trustworthy result.

Our study found that AI models must be informed by bias 
management and ethical AI practices, and they must bring 
explanation. This is critical to build trust and ensure that 
AI systems get used. If you can’t show your work, you can’t 
persuade skeptics to believe your solution.

AI teams must clearly frame and explain both their 
definition of business value and choice of variables used 
in an AI model (or formula). This requires the perspectives 
of data scientists, industry specialists, and business 
executives. A model or formula developed without 
business value can only deliver a solution in search of 
a problem.

“You should know that an automated system is being used and 
understand how and why it contributes to outcomes that impact you.”

– A Blueprint for an AI Bill of Rights
The White House Office of Science and Technology Policy

Recommendations: Precision, trust, business value 

Companies that think differently about data and AI will get 
the most business value out of AI. Here’s how: 

1.	 Get your data right, and share it. Focus on data 
sharing capabilities and hub-and-spoke data 
management.

2.	 Build trust in advanced AI. Strengthen ethics, bias 
management, deep learning, AI cloud, and scaling 
across the organization.

3.	 Compose an AI team biased to business value. 
Business leaders matter as much as data scientists.
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1. Get your data right, and share it

Get your data right, and share it. Focus on data-sharing capabilities and hub-and-spoke data management.

Before putting any AI into production, companies must 
have accurate, organized data. This has long been true, but 
the method for achieving that has evolved.

The old process – extract, transform, and load data into 
a private warehouse – faced limits. Followers of that 
procedure can only apply AI to the data contained in the 
four walls of their warehouse. Data management strategies 
that foster data sharing, both importing in and sharing 
out, expand the universe of available data. Complex data 
and AI capabilities should leverage the best features of 
centralized and federated data management strategies, 
Infosys data strategist Nayar says.

“The best way to get control of your data is to centralize 
it. But as companies move toward AI-driven initiatives, 
they’re finding centralization is not the answer because the 
most pertinent data is all over the place,” he says.

Rafee Tarafdar, Infosys chief technology officer, 
recommends “a hub-and-spoke strategy where companies 
centralize platform and technology but give teams 
flexibility to operate on their own.”

This approach takes the best from centralized and 
federated and melds data management strategies. The 
hub is a common repository that defines the data and its 
location. The spokes, figuratively radiating from the hub, 
contain and share data as dictated by business specialists 
and AI teams. Companies are increasingly establishing 
a hub as a common tech layer that organizes data and 
connecting spokes that empower business units to 
manage their own data .

“Business units are saying, Data and AI is my asset,” 
Nayar says.

Sameli Mäenpää, the chief data officer (CDO) at Finland 
banking and insurance firm OP Financial, embraces this 
sort of strategy. He describes his CDO role as more of a 
library architect than a librarian.

“We provide the library building, electricity, water, and the 
shelves for books. We do not take responsibility for which 
books are on the shelves. We do not take responsibility for 
indexing the books. We provide the indexing service and 
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“A hub-and-spoke strategy where companies centralize platform 
and technology but give teams flexibility to operate on their own.”

– Rafee Tarafdar
Chief technology officer, Infosys 

solution, but we do not do the actual indexing,” he says. “If 
the books are worn out or quality is bad, it’s the business 
owner who needs to fix that. The data owner is responsible 
for that quality and they also need to know who they loan 
the books to.”

Mäenpää rejects the notion that the CDO should fix and 
clean all the company’s data. Rather, each individual 
business unit should own their own data, with the data 
unit providing data warehouse infrastructure and a cloud-
based data-science workspace.

Centralized structuring of data followed by distributed 
data analysis is a hallmark of companies engaged in 

Centralized, 56% Centralized,  49%

Mixed, 22%
Mixed, 19%

Data management strategy

Federated, 22% Federated, 32%

Centralized, 58% Centralized,  27%

Mixed, 22% Mixed, 8%

Data management strategy

Federated, 20% Federated, 65%

extensive data sharing, our research shows. More than 
half of companies in our highest tier of data sharing are 
pursuing a centralized-to-federated data management 
trajectory. Technology and insurance companies survey 
share data the most, and they are also the two industries 
that showed the strongest preference for advancing from 
centralized to federated data management (Figure 16).

Think of changes in data management strategies as a 
maturity curve or a cycle, Nayar says. Data that’s not 
organized must be centralized. Once that’s established, a 
shift to federated data analysis brings business executives 
into the data+AI equation.

Figure 16. Insurance and technology industries show strong preference to move to federated than 
do other industries
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2. Build trust in advanced AI

“Companies have a lot of value in their data that they have not unlocked. 
This is leading to a realization that they cannot approach data and AI as 
individual use cases or projects. They must establish an enterprise-wide 
strategy to discover, democratize and de-risk AI implementation at scale.”

– Balakrishna DR
Executive vice president and head of AI and automation, Infosys 

Build trust in advanced AI. Strengthen ethics, deep learning, AI cloud, and scaling across the organization.

When employees trust that their AI systems are operated 
responsibly, they are more likely to work with AI outputs, 
experts say. This grows increasingly critical as companies 
put more advanced AI systems to work.

AI that cannot quickly and clearly be explained ends 
up unused and leaves the people receiving its outputs 
dissatisfied. Fortunately, strong ethics and bias 
management practices can increase trust and satisfaction 
in data and AI.

Specific advanced AI capabilities and practices can work 
together to create a virtuous cycle that leads to more 
advanced AI. Deep learning is an example of this.

“The foundational aspect of doing deep learning is to get 
tons of different kinds of data, and you can only do that in 
an environment where data is conveniently shared, and 
that’s on the cloud,” Bhattacharjee says.

More AI in cloud correlates with greater data sharing. 
Expanding deep learning and data sharing each have a 
positive influence on corporate profits, our analysis shows. 
Sharper data honed by robust data sharing leads to better 
outputs from deep learning.

Recall that most of the high-satisfaction data and AI use 
cases deliver signal detection or automation functions – in 
essence, narrow solutions. Three-quarters of our survey 
respondents say they want something more broad: 
advanced AI at scale. Advanced algorithms such as deep 
learning, AI cloud, and extensive data sharing are the 
capabilities guide companies to better business outcomes, 
and a shot at scale.
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3. Compose an AI team biased to business value

“The mission of the AI team is to deliver democratized tools to employees, 
customers and partners to enable them to develop and use data responsibly, 
accurately and ethically across their entire ecosystem.”

– Andrew Duncan
CEO and managing partner, Infosys Consulting 

Compose an AI team biased to business value. Business leaders matter as much as data scientists.

Good AI teams typically involve multiple disciplines. 
Regardless of the question, three groups of people should 
always be on the AI team: data scientists, experts in the 
business problem, and senior executives. 

It’s obvious that data scientists should be involved in 
AI work, and our study backs this up. But experts with 
intimate knowledge of the business problem at hand 
matter just as much, our analysis shows. Business experts 
are critical to framing out AI models and identifying the 
most instructive data.

Including a key subject matter expert has the dual benefit 
of properly training a new AI model and establishing 
trust in the organization when the AI enters full-scale 
operation, says Richard Donaldson, vice president of digital 
transformation at Duke Energy Corp.

“You’re going to let a computer make a decision that a 
human once made. You’re only going to be successful if 
you include that decision maker on the front end of the 
process,” he says.

Duke included these decision makers when its data 
team built an algorithm to prioritize work at a group 
of its generation stations. In the testing phase, people 
reviewed all the results from the algorithm, and delivered 
feedback when the model made a mistake and when it 
prioritized correctly.

“You’re giving that feedback into your machine learning 
and it’s actually getting smarter and smarter every day,” 
he said.

Duke’s AI teams focus on building trust as they scale AI.

“It’s not enough to solve it in one business unit and then 
everybody else will jump on board. You have to build that 
trust in every single use case,” Donaldson says.

Data+AI doesn’t belong only to data scientists. Senior 
executives play critical roles in keeping AI efforts focused 
on core strategies. Experts in the business problem guide 
data scientists and AI systems in properly framing the 
problem at hand. A diverse, business-focused team keeps 
Data+AI tethered to business priorities.

Senior executives are critical to scaling AI because of their 
knowledge of strategic operations. And when the boss 
is absent from the AI team, it can be costly. Companies 
that never involved senior executives on their AI teams 
reported significantly lower profit growth and revenue 
growth. On average, this was more than 10 percentage 
points lower than those who often use senior executives 
on their AI projects.

Once again, in their simplest form: Data is numbers. 
AI is math. Both must be accurate. The AI team must 
develop formulas to solve two questions simultaneously: 
“What value do you seek?” and “Who feels the impact of 
that value?”
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Appendix: Research approach 

Infosys commissioned an independent third-party survey 
of 2,504 AI practitioners. In addition to questions about 
data, AI and technology practices and capabilities, we 
asked survey respondents for financial details including 
revenue range and yearly revenue and profit growth rates. 
The survey was conducted in May to July 2022. It included 
respondents from companies with more than $500 million 
in annual revenue in the United States, United Kingdom, 
Germany, France, Australia and New Zealand.

Industry

Financial services
248

Automotive
228

High tech
200

Healthcare
221

Energy, mining,
or utilities

191
Life sciences

191
Manufacturing

200

Telecom
199

Insurance
196

Retail or
hospitality

213

Consumer
packaged goods

(CPG)
215

Logistics or
supply chain

202

Industry

We identified and analyzed a large set of actions that could 
affect profit and revenue change related to data and AI. 
We then set base cases and found via linear regression 
23 actions (of 69 analyzed) that showed evidence of a 
statistically significant impact on profit or revenue growth. 
The $467 billion in potential profit growth derives from a 
~10% increase in profit growth that can be achieved from 
13 actions with statistically significant uplifts.

Job function

Information 
technology

Operations or 
supply chain

Sales or 
marketing

Human 
resources

Research and 
development

Accounting 
or finance 316

321

327

388

452

700
72% 

outside 
of IT
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Country

Annual revenue Role in AI

Evaluation Strategy

Implementation

26% 26%

48%

Role in AI

20%

$500 million
to $999 million

20%

$1 billion
to $3 billion

19%

$3 billion
to $5 billion

41%

>$5 billion

Country

United States
30%

France
17%

Australia or 
New Zealand

8%

Germany
20%

United Kingdom
25%
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