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Drilling operations in the oil and gas industry generate vast 
amounts of complex technical data, presenting significant 
challenges in data processing and knowledge extraction. From 
detailed well completion reports and drilling logs, to intricate 
lithology diagrams, these documents contain crucial information 
that drives operational decisions and strategic planning.

However, traditional document processing methods struggle with 
the industry’s unique challenges: highly technical terminology, 
complex multi-modal data formats, and interconnected 
information spread across various document types. This often 
results in inefficient data extraction, missed insights, and time-
consuming manual processing.

Infosys Topaz™, an AI-first offering that accelerates business value 
for enterprises using generative AI, can integrate AWS generative AI 
capabilities to help oil & gas companies with rapid prototyping and 
future-proofing of solutions and ideas. 

Powered by Infosys Topaz’s generative AI capabilities, this solution 

addresses these challenges head-on through an innovative 
application of Retrieval-Augmented Generation (RAG) technology, 
specifically tailored for the oil and gas sector. Unlike conventional 
RAG systems, the solution addresses the unique challenges of 
processing domain-specific multi-modal data found in technical 
documentation such as well completion reports, drilling logs, and 
lithology diagrams. 

The solution can handle multi-modal data sources, seamlessly 
processing text, diagrams, and numerical data while maintaining 
context and relationships between different data elements. 
This specialized approach enables organizations to unlock 
valuable insights from their technical documentation, streamline 
their workflows, and make more informed decisions based on 
comprehensive data analysis.

In this blog post, we provide insights on the solution and walk you 
through different approaches and architecture patterns explored 
during the development.

An Overview

The following is a high-level overview of the solution’s architecture: -

This solution is built using AWS services, allowing for easy scalability and cost-effectiveness. It uses distributed processing to handle large 
volumes of data, ensuring that the system can handle a high volume of requests without compromising performance. The real-time indexing 
system allows for new documents to be incorporated into the system as soon as they are available, ensuring that the information is always 
up-to-date.

Chat Interface

Amazon Bedrock

Amazon Nova Pro

Well Reports in 
Knowledge Base

https://www.infosys.com/services/data-ai-topaz.html


The solution introduces several technical innovations including: 

There were many approaches used during the build phase to get the desired accuracy. Let’s discuss these approaches in detail.

Below are some of the Key components of the solution:

Document 
Processing:

PyMuPDF for PDF 
parsing, OpenCV for 

image processing

Embedding 
Generation:

Hugging Face 
Transformers library

Vector Storage:

 Amazon 
OpenSearch 

Serverless for hybrid 
search capabilities

Model:

Amazon Nova Pro 
model for domain-
specific response 

generation

Amazon Q Developer:

AI powered coding 
assistant for 

development

Reranking:

BGE re ranker

External Document © 2025 Infosys Limited

A hierarchical parent-child 
chunking architecture 

that preserves document 
structure and contextual 

relationships

Multi-vector retrieval 
mechanisms with separate 

embedding spaces for 
textual and visual data

A hybrid search integrating 
dense and sparse vector 

approaches

https://aws.amazon.com/opensearch-service/features/serverless/
https://aws.amazon.com/opensearch-service/features/serverless/
https://aws.amazon.com/opensearch-service/features/serverless/
https://aws.amazon.com/ai/generative-ai/nova/
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Knowledge Bases Setup

Below are some sample images from the oil and well drilling reports. 

• 1000+ images were fed into Amazon Nova Pro model, a multi 
modal language model, and inferenced. Iterative and reflective 
prompting was used to feed the model with the inference 
and the image over and again until a detailed description was 
obtained.

• The text content of the drilling reports along with these image 
descriptions, preserving the original document structure, were 
ingested into Amazon’s OpenSearch Serverless vector DB.

• Amazon Titan Text Embedding v2 model was used with fixed 
size chunking of 1500 tokes with 100 tokens overlap for the text 

content, no chunking for image content, and implemented RAG. 

The model worked well with text questions but was less effective 
with image-related questions and finding information from 
images. The lack of a chunking strategy for images resulted in the 
entire description of each image ingested as a single unit into 
the search index. This made it difficult for the embedding model 
to pinpoint exact locations of specific information, especially for 
technical terms that might be buried within longer descriptions. 

The section below elaborates the different RAG approaches.

Image Sources: Wells Search | NEATS

© Commonwealth of Australia [year of publishing- 2018]

https://public.neats.nopta.gov.au/nopims/wells
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RAG Exploration

The table below outlines alternative strategies followed to overcome previous limitations.

RAG Strategy Outcome Limitations & Key Learnings

Multi Vector embeddings with ColBERT

- Leverage a vision model to create multi-vector 
embeddings for each image

- Use ColBERT embedding model for fine-grained 
text representations

- Convert user queries into embeddings

- Calculate similarity scores between query and 
document embeddings

- Store embeddings using tensor-based storage

- No chunking

Parent-Child Hierarchy with Cohere 
Embeddings

Building on our learnings, we introduced a more 
sophisticated chunking strategy using a parent-
child hierarchy.

- Convert PDF pages to images and extract text

- Implement parent-child chunking hierarchy:

  - Parent chunks: 1500 tokens

  - Child chunks: 512 tokens

- Switch to Cohere English embeddings

- Retain Bedrock knowledge base and 
OpenSearch vector storage

- Continue using Amazon Nova Pro model

Hybrid Search with Optimized Chunking

Our final approach retained the advanced 
features of the previous method while 
introducing a crucial change in the search 
methodology.

- Convert PDF pages to images and extract text

- Implement hybrid search system within 
Bedrock knowledge base

- Retain parent-child chunking hierarchy:

  - Parent chunks: 1200 tokens

  - Child chunks: 512 tokens

- Continue using Cohere English embeddings 
and Amazon Nova Pro model

- Implement BGE reranker to refine search results

Fixed Chunking with Amazon Titan Embeddings

More traditional text-based approach, we 
introduced a fixed chunking strategy.

- Convert PDF pages to images

- Process images to extract text content

- Implement fixed chunking strategy (500 tokens 
per chunk)

- Utilize Amazon Bedrock knowledge Bases with 
OpenSearch vector storage

- Upgrade to Titan embedding v2

- Retain Amazon Nova Pro model

- This approach highlighted the potential of 
advanced embedding techniques for image-
based document retrieval. However, it also 
underscored the challenges in implementing 
and managing such a system effectively, 
especially in a domain as complex as oil and gas.

Advantages were - 

- Innovative use of vision models for document 
understanding

- Fine-grained representation of visual and 
textual content

This approach showed that careful structuring 
of content could significantly enhance the 
performance of both embedding and QnA 
models. The parent-child structure proved 
particularly effective for handling the complex, 
nested nature of oil and gas documentation.

This final approach represents a highly evolved 
RAG system, offering the best of both worlds: 
the ability to understand context and nuance 
through embeddings, and the precision of 
keyword matching for specific technical queries.

- Struggled with providing comprehensive, 
long-form answers

- Rigid chunking sometimes split related 
information across different chunks

This approach demonstrated the importance 
of balancing chunk size with information 
coherence. It improved our ability to handle 
technical terms but highlighted the need for 
more sophisticated chunking strategies to 
maintain context.

- Difficulty in storing and managing complex 
ColBERT embeddings in traditional vector 
stores

- Cumbersome debugging and analysis of 
retrieved documents

- Struggled to select proper document pages 
even with context-rich queries

- Balanced need for context with ability to 
pinpoint specific information

- Significantly improved ability to answer a 
wide range of queries

- Maintained context while offering precise 
information retrieval

- Combined strengths of semantic search and 
traditional keyword-based search

- Addressed limitations of purely embedding-
based searches

- Improved handling of specific technical terms 
and exact phrases

- Improved ability to find and retrieve 
information based on technical keyword 
searches

- More focused chunks allowed for more 
accurate representation of specific concepts

https://aws.amazon.com/bedrock/knowledge-bases/
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Hybrid RAG Approach and Optimization Strategy- deep dive

Let’s explore the key components and strategies that make the final approach effective for oil and gas drilling reports.

Multi-Modal Processing Capabilities: The solution is designed to handle the diverse types of information found in oil and gas documents:

Domain-Specific Optimization: Solution is tailored specifically for the oil and gas industry:

Text Processing:

• Handles complex technical jargon and industry-
specific terminology

• Processes numerical data such as well logs, 
production figures, and geological measurements

• Understands context-dependent terms (e.g., 
“formation” in different drilling contexts)

Specialized Vocabulary Handling:

• Comprehensive dictionary of industry terms (e.g., “LOT FIT Values”, “Mud Weight Interval”, “NPT event”)

• Understanding of acronyms and abbreviations (e.g., BOP, TVD, MD)

Unit Conversion and Standardization:

• Automatic conversion between different unit systems (e.g., metric to imperial)

• Standardization of depth measurements (e.g., converting all depths to TVD)

Document Type Recognition:

• Specialized processing for different types of reports:

• Well logs: Extract formation tops, hydrocarbon shows

• Drilling reports: Identify key events, equipment used, drilling parameters

• Geological reports: Extract stratigraphic information, reservoir characteristics

Regulatory Compliance:

• Recognition of regulatory terms and standards

• Flagging of potential compliance issues in retrieved information

Example: When processing a query about “fish left in hole at 5000 ft MD”, the system understands:

• “Fish” refers to lost equipment, not an actual fish

• “MD” means Measured Depth

• The relevance of this information to drilling operations and potential remediation steps

• Technical Diagram Processing:

• Analyzes well schematics, interpreting different 
components and their relationships

• Processes seismic charts, identifying key geological 
features

• Handles complex drilling lithology graphs, 
extracting depth and formation information

Example: When processing a well completion report, 
the system can:

• Extract key parameters from the text (e.g., total 
depth, casing sizes)

• Analyze the accompanying well schematic

• Link textual descriptions of formations to their 
visual representation in lithology charts

Contextual Relationship Maintenance:

• Associates textual descriptions to corresponding 
diagrams

• Maintains relationships between different sections 
of a report (e.g., connecting drilling parameters to 
observed geological features)
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Enhanced Chunking Strategies: The hybrid hierarchy chunking strategy is crucial for maintaining context while allowing precise 
information retrieval:

Hybrid Hierarchy: Dynamic Chunk Sizing: Cross-Referencing:

Example: When 
processing a well 

completion report, the 
system might:

Semantic 
Segmentation:

• Parent chunks (1200 
tokens): Maintain 
document-level 
context

• Child chunks (512 
tokens): Contain 
detailed technical 
information

• Bidirectional 
relationships 
preserve information 
flow

• Utilizes NLP 
techniques to identify 
and group related 
concepts

• Ensures that related 
information stays 
together within 
chunks

• Particularly useful 
for maintaining the 
integrity of technical 
descriptions

• Adapts chunk sizes 
based on content 
complexity

• Larger chunks for 
context-heavy 
sections (e.g., 
executive summaries)

• Smaller chunks for 
dense technical 
data (e.g., drilling 
parameters, well log 
data)

• Uses natural 
language processing 
to identify logical 
break points in the 
text

• Implements a system 
of cross-references 
between related 
chunks

• Allows the retrieval 
system to quickly 
navigate between 
connected pieces of 
information

• Essential for 
maintaining 
context across large 
documents

• Create a large parent 
chunk for the overall 
well summary

• Generate smaller 
child chunks for 
specific sections 
like casing details or 
perforation intervals

• Dynamically adjust 
chunk size for the 
lithology description 
based on its 
complexity

• Implement cross-
references between 
the casing schedule 
and the well 
schematic description
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Retrieval Mechanisms: Hybrid search implementation combines multiple techniques for optimal retrieval:

Multi-Vector Retrieval:

• Creates separate 
embedding spaces 
for different content 
types (text, diagrams, 
numerical data)

• Uses specialized 
vectors for technical 
diagrams that capture 
both visual and 
textual elements

• Implements cross-
modal retrieval to 
connect information 
across different 
content types

Hybrid Search 
Implementation:

• Dense vector search 
for semantic similarity

• Utilizes Cohere 
English embeddings 
for nuanced 
understanding of 
context

• Sparse vector 
search for technical 
terminology and exact 
matches

• Combined ranking 
system that weights 
both semantic and 
keyword relevance

Contextual Query 
Expansion:

• Automatically 
expands queries with 
relevant industry-
specific terms

• Includes synonyms 
and related concepts 
(e.g., “casing” might 
expand to include 
“liner”,   “tubing”)

• Considers the specific 
context of the query 
within oil and gas 
operations

Temporal and Spatial 
Awareness:

• Incorporates 
understanding of 
well locations and 
operational timelines

• Allows for queries that 
consider geographical 
and chronological 
contexts

Example: For a query 
like “recent gas shows in 

Permian Basin wells”, 
the system would:

• Use dense vector 
search to understand 
the concept of “gas 
shows”

• Use sparse vector 
search to find exact 
matches for “Permian 
Basin”

• Expand the query to 
include related terms 
like “hydrocarbon 
indicators”

• Apply temporal 
filtering to focus on 
recent reports

• Utilize spatial 
awareness to limit 
results to the Permian 
Basin area
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Response Generation and Validation: The solution goes beyond simple retrieval to ensure accurate and relevant responses:

Reflective Prompting:

• Implements a self-questioning mechanism in the language 
model

• Prompts the model to critically evaluate its own responses

• Checks for consistency with source documents and industry 
standards 
 
 
 

Technical Accuracy Verification:

• Compares generated responses against a database of known 
facts and relationships in oil and gas

• Flags potential inconsistencies or improbable statements for 
human review

• Particularly crucial for numerical data and technical 
specifications 
 
 
 

Response Reranking:

• Utilizes an open-source scoring model 

• Evaluates responses based on multiple criteria:

• Technical accuracy

• Contextual relevance

• Information completeness

Adherence to industry standards and best practices 

 
 

Feedback Loop:

• Incorporates user feedback to continuously improve response 
quality

• Learns from corrections and clarifications provided by domain 
experts

• Adjusts retrieval and generation strategies based on successful 
interactions 

Example: When generating a response about drilling fluid 
properties, the system would:

• Retrieve relevant information from multiple sources

• Cross-check numerical values for consistency

• Use reflective prompting to ensure all critical parameters are 
addressed

• Apply the reranking model to prioritize the most relevant and 
accurate information

• Present the response along with confidence scores and source 
citations
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Advanced RAG strategies
To further enhance our system’s capabilities, we implemented 
several advanced RAG strategies:

Hypothetical Document Embeddings (HyDE): 

• Generates synthetic questions based on document content

• Creates embeddings for these hypothetical questions

• Improves retrieval for complex, multi-part queries

• Particularly effective for handling “what-if” scenarios in drilling operations

Recursive Retrieval: 

• Implements multi-hop information gathering

• Allows the system to follow chains of related information across multiple 
documents

• Essential for answering complex queries that require synthesizing information 
from various sources

Semantic Routing: 

• Intelligently routes queries to appropriate knowledge bases or document 
subsets

• Optimizes search efficiency by focusing on the most relevant data sources

• Crucial for handling the diverse types of documents in oil and gas operations

Query Transformation: 

• Automatically refines and reformulates user queries for optimal retrieval

• Applies industry-specific knowledge to interpret ambiguous terms

• Breaks down complex queries into series of simpler, more targeted searches

Example: 
 
For a complex query like “Compare the production decline rates of horizontal wells 
in over the last 5 years”, the system would:

• Use HyDE to generate relevant sub-questions about decline rates, horizontal 
wells, and specific formations

• Apply recursive retrieval to gather data from production reports, geological 
surveys, and economic analyses

• Route different aspects of the query to appropriate knowledge bases (e.g., 
separate databases for each)

• Transform the query into a series of more specific searches, considering factors 
like well completion techniques and reservoir characteristics
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Average query 
response time: 

<2 seconds

Powered by capabilities from Infosys Topaz and Amazon Bedrock, our journey in developing this advanced RAG solution for the oil and gas 
industry demonstrates the power of combining AI techniques with domain-specific knowledge. By addressing the unique challenges of 
technical documentation in this field, we have created a system that not only retrieves information but understands and synthesizes it in a 
way that adds real value to operations. 

This solution opens myriad avenues for advancement, including integration with real-time sensor data for dynamic information retrieval, 
enhanced visualization capabilities for complex geological and engineering data, and predictive analytics by combining historical retrieval 
patterns with operational data.

• https://www.infosys.com/services/data-ai-topaz.html

• https://aws.amazon.com/blogs/machine-learning/advanced-rag-patterns-on-amazon-sagemaker/

• https://www.pinecone.io/learn/advanced-rag-techniques/

• https://learn.microsoft.com/en-us/azure/developer/ai/advanced-retrieval-augmented-generation

Retrieval accuracy 
(measured against 

human expert 
baseline): 92%

User satisfaction 
rating: 4.7/5 based 
on feedback from 

field engineers and 
geologists

Result

Conclusion
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