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GOVERNING AI FOR HUMANITY: CAN 
WE LEARN FROM HISTORY?

Abstract 

Governing AI for humanity requires navigating a complex web of technical, economic, 

political, and ethical considerations. History teaches us that global consensus is 

hard-won, often fragmented, and influenced by powerful state and non-state actors. 

The UN’s proposed framework, focusing on building common ground and benefits 

through networked collaboration, offers a pragmatic starting point. It acknowledges 

the need for inclusivity and adaptability in the face of rapid technological change.   
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Introduction

The UN’s “Governing AI for Humanity” report marks a critical 

juncture in the AI journey for the world. It’s a call to action, urging 

the global community to collaboratively shape the future of 

Artificial Intelligence, ensuring its immense potential benefits 

humanity while mitigating significant risks. In this paper, we 

analyze this report and attempt to understand its imperatives. 

The path forward looks complex, echoing historical struggles in 

global governance. Can we truly achieve a unified approach, or are 

we destined to repeat the fragmented patterns seen in areas like 

climate change and human rights regulation?  

The Echoes of Climate Talks

The UN report rightly identifies significant global AI governance 

gaps – in representation, coordination, and implementation. 

The parallels with international climate negotiations are striking. 

Decades of climate talks have been marked by conflicts: the 

persistent disagreement over financial support for developing 

nations’ mitigation efforts, the assertion of sovereign rights over 

resources by nations like Brazil and OPEC states, and the general 

criticism of Global North interventions.   

Will AI governance face similar roadblocks? The UN report 

advocates for “common benefits” through initiatives like a capacity 

development network, a global fund, and a data framework to 

bridge the digital divide. Yet, we are reminded of the hardline 

stances taken by major players in past environmental agreements, 

such as the US opposition to binding commitments or financial 

penalties in the Kyoto Protocol follow-ups. The “Precautionary 

Principle”, vital for environmental protection despite scientific 

uncertainty, faced significant opposition and exists in various forms 

across agreements. Will a similar principle, for governing rapidly 

evolving AI technologies suffer the same fate?

A Tale of Two Standards: Tech vs. Ethics

Another fascinating dynamic is the contrasting global positions on 

technology versus ethics and human rights. While the Global North 

leads in AI technology and tools, the Global South, often asserts 

cultural and community principles, sometimes finding themselves 

setting the agenda in human rights dialogues, leaving Western 

enforcers in the minority. There’s often reluctance even to accept 

international “supervision,” let alone enforcement, in human rights 

matters.   

How will this play out in AI? The UN report proposes AI Standards 

Exchange and Policy Dialogues to find “common ground”. But 

establishing universally accepted standards is tricky. Think about 

television broadcasting standards like DVB (Europe), ATSC (US), 

and ISDB (Japan), where regional variations abound despite similar 

underlying technology. Or the years it takes to evolve ISO standards 

across domains, a recent example being the transition from the 

SWIFT MT standard to ISO standards for cross-border payments. 

Defining and agreeing on standards for AI fairness, safety, and 

transparency globally will be a monumental task.

Finding the Right Levers: Incentives vs. 
Enforcement

How do we ensure compliance? There is a preference in academic 

circles, for incentivized regimes over coercive ones, particularly 

given the power of non-state actors like corporations and NGOs. 

Climate governance often leans on financial assistance like the 

Green Climate Fund or the World Bank’s Global Environment 

Facility and technology transfer mechanisms, with penalties like 

withdrawal of funds or trade sanctions reserved for serious non-

compliance. Human rights enforcement often relies on “naming 

and shaming”.   

The UN report proposes a networked, agile approach for now, 

including an AI Office within the Secretariat, rather than a treaty-

based agency with hard enforcement powers. Building trust 

and cooperative habits through dialogue, shared scientific 

understanding (via the proposed International Scientific Panel), 

and capacity-building support appears more feasible than seeking 

immediate, binding enforcement mechanisms that many states 

might resist. Alternatively, a treaty-based approach could be 

a solution as well if the compliance mechanisms are based on 

incentives rather than coercion.

The Way Forward: A Pragmatic Path?

Multi-party dialogue, a willingness to learn from diverse 

perspectives (as seen in the climate and human rights arenas), and 

creative institutional design are essential to continue this quest. 

Harnessing the unique opportunities AI presents and ensuring, 

as the UN report urges, a future where AI truly serves all humanity 

requires us to pay heed to the lessons learned from history as we 

forge new technological breakthroughs.
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